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Abstract  

The look of a face image is severely affected by illumination conditions that obstruct the routine face recognition pro-

cess. To recognize faces under varying illuminations, we have proposed a 2D wavelet-based normalization method so 

as to normalize illuminations. This method enhances the contrast as well as the edges of face images simultaneously in 

the frequency domain. It outperforms the predictable illumination normalization method which is based on the histo-

gram equalization. Histogram equalization method only enhances image pixel gray-level contrast in the spatial domain. 

However, in the proposed method, face recognition system works effectively under a wide range of illumination condi-

tions. The experimental results obtained by testing on the Yale face of database B. A simple metric, called PSNR  is 

used as classifier. 
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1. Introduction  

Face Recognition technologies have been widely applied 

in the areas of intelligent surveillance, identity authenti-

cation, human-computer interaction, and digital laugh-

ter[3]. However, one of the main boundaries in deploy-

ing face recognition systems for practical use is their 

relatively low presentation due to illumination variations 

So face illumination normalization is a central task in 

face recognition, and many algorithms have been devel-

oped    to tackle this issue[3]. Training and recognition 

are the major issues’ in Face Recognition  process. 

Training stage involves pre-processing, feature extrac-

tion, feature selection and creation of a face gallery [4,5]. 

Recognition stage involves pre-processing of the test 

images, feature extraction, feature selection and classifi-

cation/identification of these images. 

 

To the best of our knowledge, one ideal way of solving 

the illumination variation problem is to normalize a face 

image to a standard form under uniform lighting condi-

tions. In fact, the human visual system usually cares 

about the main features of a face, such as the shapes and 

relative positions of the main facial features, and ignores 

illumination changes on the face   while recognizing a 

person [11]. In.Ref[1],Liu and Lam proposed a method 

to restore a face image captured under  arbitrary light-

ing conditions to one with frontal illumination by using a 

ratio-image between the face image and a reference face 

image, both of which are blurred by a Gaussian filter. An 

iterative algorithm is then used to update the reference 

image, which is reconstructed from the restored image by 

means of principal component analysis (PCA). 

In.Ref[17],Shiji, Face images are projected onto a face 

space that encodes best variation among known face im-

ages. The  face space is defined by Eigen faces which 

are eigenvectors of the set of faces, which may not cor-

respond to general facial features such as eyes, nose, lips. 

The Eigen faces approach uses the PCA for recognition 

of the images. 

 

Training and recognition are the major stages in face 

recognition process. Training stage involves 

pre-processing, feature extraction, feature selection and 

creation of a face gallery. Recognition stage involves 

preprocessing of the test images, feature selection 

,feature extraction, feature identification of these imag-

es[12-14]. 

 

For databases with illumination variance such as 

YaleB[15], edge detection is required for feature extrac-

tion. To improve the recognition rate of the Face recog-

nition system on images with varying illumination con-

ditions, we have proposed a DWT based pre-processing 

technique named as 2D-DWT based Multilevel Illumina-

tion Normalization (DWT-MIN). This technique nor-

malizes the illumination variant images by decomposing 

the image in the frequency domain. The high frequency 

and low frequency components are manipulated sepa-

rately to obtain a normalized image. 
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The rest of the paper is organized as follows: Section 2 

deals with the various levels of proposed face recogni-

tion. Section 3 introduces the proposed DWT-based 

Multilevel Illumination Normalization (DWT-MIN). 

Section 4 presents the PCA based face recognition. Sec-

tion 5 gives PSNR and MSE for two different algo-

rithms. The Experimental results and discussions are 

presented in Section 6, Conclusion and Future work is 

highlighted in Section 7.  

 

2. Block diagram of proposed system 
 

The block diagram of the proposed face recognition  

system is shown in Figure. 1. It shows the various steps 

involved in  processing an input image. Figure. 2 shows 

the various pre-processing steps.   For the training 

purpose, the images are taken from YaleB[13] database 

which are highly illuminated images. At the second step 

each image from training set is converted into the single 

column matrix called vector. For example, if the  size of  

each image is  and no. of  images in training set 

are M, then the vector matrix will be .   
 

Figure 1: Block Diagram of a Proposed Face Recognition system 

 
Figure2: Pre Processing Steps 

3. Discrete wavelet transform 
 

This paper presents a photometric normalization tech-

nique in which before applying the Wavelet transform 

moderate the high and low pixels by finding out the no.of 

high and low pixels. Then  proposed technique used to 

decompose the image via the 2D Discrete wavelet trans-

form (DWT) as to obtain the four sub-bands: the low-low 

sub-band generated by the approximation coefficients 

and the low-high, the high-low and high-high sub-bands 

generated by the detail coefficients. The level one de-

composition of an input face image into the four 

sub-bands using the DWT is presented in Figure. 3,4. 

Note that the detail-coefficient-images (i.e., the images 

resembling the gradient magnitude of the input image) 

are scaled to the 8-bit interval for visualization purposes.  

 

After the decomposition, the four sub-bands are subject-

ed to the photometric normalization procedure. First, 

histogram equalization is applied to the approximation 

coefficients to increase the dynamic range of the image 

and to enhance the image’s contrast. Then, the detail 

coefficients are multiplied by a scalar value higher than 

1(i.e 1.5) to enhance edges present in the input image. 

Once all the sub-bands have been modified, the illumina-

tion invariant face representation is obtained using the 

inverse DWT. The described procedure resembles the 

image enhancement technique histogram equalization, 

with the distinction that it also enhances the high fre-

quency information contained in the input image. Some 

examples of the effect of the presented technique on the 

appearance of the facial images and a comparison with 

histogram equalization are shown in Figure5. 

Figure3:SubBand Images 

 

 
Figure4(a) An sample image from the YaleB Figure(b)  wavelet 

decomposition of  4(a) database 
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Figure 5: Impact of the wavelet-based normalization techniques (a) 

Original image, (b), (c) and (d) normalized images using the DWT 

technique 

         

Note that the presented wavelet-based normalization 

technique could be extended to the multi-resolution case 

(which is a common practice with the DWT) with an 

arbitrary wavelet.  

 

4. Principal component analysis 
 

The Principal Component Analysis (PCA) is one of the 

most flourishing techniques that have been used in image 

recognition. The inner idea of principal component anal-

ysis (PCA) is to diminish the dimensionality of a data set 

consisting of large number of interconnected variables, 

while retaining as much as possible of the variation pre-

sent in the data set[16,17].  

The images of a particular face lie in a linear subspace of 

the high dimensional image space. The image is linearly 

projected into a subspace in a manner which discounts 

those regions of the face with large deviation i.e. it iden-

tifies variability between human faces and thus reduces 

the feature space dimension. Using PCA, the extracted 

features of all faces in the face database are transformed 

into face space. Then face recognition is achieved by 

transforming any given test image into face space and 

comparing it with the training set vectors. The closest 

matching training set vector should belong to the same 

individual as the test image. 

 

PCA does not attempt to categorize the faces using fa-

miliar geometrical differences, such as nose length or 

eyebrow width. Instead, it determines which 'variables' 

account for the variance of faces. In face recognition, 

these variables are called eigenfaces, because, when 

plotted they display a resemblance to human faces. The 

advantage of PCA comes from its generalization ability. 

It determines which projections are preferable for repre-

senting the structure of the input data. Those projections 

are selected in such a way that the maximum amount of 

information (i.e. maximum variance) is obtained in the 

smallest number of dimensions of feature space. 

 

First the eigenvectors of the covariance matrix of the set 

of face images is found out and then they are sorted ac-

cording to their corresponding eigenvalues. Then a 

threshold eigenvalue is taken into account and eigenvec-

tors with eigenvalues less than that threshold values are 

discarded[7]. 

 

So ultimately the eigenvectors having the most signifi-

cant eigenvalues are selected. Then the set of face imag-

es are projected into the significant eigenvectors to ob-

tain a set called eigenfaces which gives the best variance 

in the data. Later, the training images are projected into 

the eigenface space. Next, the test image is projected into 

this new space and the distance of the projected test im-

age to the training images is used to classify the test im-

age [8]. 

 

5.Peak Signal To Noise Ratio 
 

The PSNR is most commonly used as a measure of quality 

of reconstruction . The signal in this case is the original 

image (gray scale image with 0pose and not illuminated), 

and the noise images are Wavelet and DCT normalized 

images of highly illuminated images from YaleB data-

base. When comparing normalized images it is used as an 

approximation to human perception of reconstruction 

quality.  

It is most easily defined via the mean squared error (MSE) 

which for two m×n monochrome images I and K where 

one of the images is considered a noisy approximation of 

the other is defined as, 

             

      MSE = 

___(1) 

 

                          PSNR defined as 

                                                                                 

PSNR=  

 

           = 20.   _____________ (2) 

 

Here, MAXI is the maximum possible pixel value of the 

image. When the pixels are represented using 8 bits per 

sample, this is 255. The PSNR and MSE values for DCT 

and Wavelet algorithms as shown in figure6(a)and 6(b). 

As of we know higher PSNR represents higher image 

quality.   

 

 

Figure6(a) Original and Wavelet Normalized images with MSE 

and PSNR 

 



G.Suchitra et.al.,                                                                 Copyright © 2015 IJCSIT. 

4                                        International Journal of Computing Science and Information www.ijcsit.org 

                             Vol. 03, issue 02, April 2015 

 

 

 

Figure6(b): Original and DCT Normalized images with MSE and 

PSNR 

 

6. Result Analysis 
 

The experiments were performed on 2D face Yale-B 

database which is having high illuminated images. We 

tested our algorithm on a number of images from the 

above database. Some acquisition, normalization, 

Eigenfaces and recognition results are shown in Figure 7. 

From 7(a) &(d) we can observe the original images and 

their eigenfaces, from  7(b)&(c) highly illuminated im-

ages and their normalized images using proposed nor-

malization technique. To test the validity of the combi-

nation of DWT and PCA a highly illuminated image is 

taken and applied the DWT normalization  and using 

PCA eigenface is calculated and compared with the 

eigenfaces of original images in the training database as 

shown in figure 7(e) . The combination of the these two 

algorithm given a good result in finding the original im-

age. 

 

When compared to the single scale retinex method, the 

wavelet-based normalized image has not only enhanced 

contrast but also enhanced edges and details that will 

facilitate the further face recognition task. Thus, the re-

sult shows that the wavelet method can improve the face 

recognition rate. 

 

In  DCT normalization, coding is complex and 

low-frequency DCT coefficients which are highly related 

to illumination variations should be discarded. An ap-

propriate number of discarded DCT coefficients should 

be chosen in order to normalize the illumination well if 

not weaken important facial features. 

 

7. Conclusion  

 
A narrative move towards a flexible face recognition  

system is proposed which uses DWT for Multilevel Il-

lumination Normalization (DWT) as well as for feature 

extraction using PCA. DWT has played a key role in 

image normalization.  A successful attempt has been 

made to equally handle all illumination image variations 

(High, Low and surroundings). The proposed method 

exhibits extremely good performance based on their 

PSNR ratios  under frontal poses. Moreover the training 

dataset is consisting of only one gray scale image with 

any illumination.   The experimental results indicate 

that the proposed method has performed well under very 

illumination variations with top recognition rate having 

reached 100% Yale B considering only pose 0 as shown 

in figure7(e). Thus, the proposed method is efficient in 

practical situations where the images may be taken in 

uncontrolled  and unknown surroundings. 

 

 

 

 

 

Figure 7(a): Original gray scale images 

 

 

Figure 7(b):Highly illuminated images 

 

 

 

Figure 7(c): Normalized images using DWT for images in 7(b) 

 

 

 

 

Figure 7(d): Eigen faces for 7(a) images 
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Figure 7(e): Testing image with high illumination and reconstruct-

ed image from dataset. 
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